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Abstract. The FitzHugh–Nagumo system has been studied extensively for several decades. It
has been shown numerically that pulses are generated to propagate and then some of the pulses are
annihilated after collision. For the mathematical understanding of these complicated dynamics, we
investigate the global dynamics of a one-dimensional free boundary problem in the singular limit
of a FitzHugh–Nagumo type reaction–diffusion system. By introducing the notion of symbolic
dynamics, we show that the asymptotic behaviors of solutions are classified into three categories:
(i) the solution converges uniformly to the resting state; (ii) the solution converges to a series of
traveling pulses propagating in either the same direction or both directions; and (iii) the solution
converges to a propagating wave consisting of multiple traveling pulses and two traveling fronts
propagating in both directions.

1. Introduction

Various patterns are observed in the natural world, such as crystallization [2], bacterial colonies

[3], and chemical reactions [15]. Many researchers have been attracted by the problem of pattern

formation, and they have proposed mathematical models to study these patterns. Among them,

excitable systems provide many interesting patterns, such as traveling pulses, spiral waves, target

patterns, and more complicated dynamics, which may arise in reaction–diffusion systems such as the

Belousov–Zhabotinsky reaction, and the FitzHugh–Nagumo system (e.g. see [1, 13, 16, 20, 22, 23]).

These patterns have been observed by experiments and numerical simulations. Mathematically,

there are several ways to capture the patterns of the solutions of reaction–diffusion systems: phase

analysis [21], bifurcation theory [13], and interface analysis [17, 19]. However, it is still difficult to

derive the global dynamics of solutions of reaction–diffusion systems. To study the global dynamics,

in this study, we focus on the global dynamics of existing pulses and neglect the nucleation of pulses.

To introduce our model, we review the singular limit problem obtained from reaction–diffusion

systems. Singular limit analysis is often used to obtain the equation for the sharp interface between

coexisting different chemical or physical states. Indeed, it is well known that many reaction–

diffusion systems can produce interfaces when some diffusion rates are small enough or some reaction

terms are large enough. A typical example is the following FitzHugh–Nagumo reaction–diffusion

system: {
ut = ε∆u+

1

ε
(F (u)− v),

vt = G(u, v), x ∈ Rn, t > 0,
(1.1)

where nonlinear functions are given by

F (u) = u(1− u)(u− a), G(u, v) = γ0 + γ1u− γ2v

for some a ∈ (0, 1) and γi ≥ 0, i = 0, 1, 2. For each v ∈ (minu∈[0,1] F (u),maxu∈[0,1] F (u)), F (u)−v =

0 has three zeros, which are denoted by h±(v) and h0(v) with h−(u) < h0(v) < h+(u), where h±(v)
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are stable equilibria for the ODE: ut = F (u)−v. By a formal analysis (see [11, 22] for more details),

the singular limit problem of (1.1) as ε ↓ 0 can be written as{
Vn = R(v) in ∂Ω(t),

vt = G
(
1Ω(t)h+(v) + (1− 1Ω(t))h−(v), v

)
,

where Ω(t) is the region on which u converges to h+(v) as ε ↓ 0, Vn is a normal velocity of Ω(t),

and R(v) is the speed of one-dimensional traveling waves of ut = uxx +F (u)− v. To regularize the

system, curvature κ is often added at x of ∂Ω(t), and then we have

(1.2)

{
Vn = R(v)− εκ in ∂Ω(t),
vt = G(h+(v)1Ω(t) + h−(v)(1− 1Ω(t)), v)

with a small positive constant ε, where 1Ω(t) is a characteristic function of Ω(t) in R. To the best

of our knowledge, this type of systems was introduced by Fife [11] in 1984 (therein, the v-equation

contains a diffusion term). These types of interface problems may involve abundant spatio-temporal

patterns and bring mathematical challenges. The problem (1.2) with diffusion term in the v-

equation has been studied in the literature. For example, the existence of solutions was studied

in [4, 5]. The global existence of a weak solution was established in [12] by the viscosity solution

approach. The well-posedness for a one-dimensional space case and ε = 0 was studied in [14]. In

fact, the diffusion term that appears in the v-equation can guarantee the regularity of solutions.

However, the case without diffusion term in the equation for v has not been studied so much. In the

one-dimensional space case, the existence, uniqueness, and non-uniqueness of weak solutions were

considered in [6], but the global dynamics is still not understood well because of the complexity.

It is rather difficult to study the global dynamics such as the asymptotic behavior of solutions for

these types of interface problems with initial data. Hence, one may study a simplified model to get

a better understanding of the complex dynamics that has been observed in the experiments and

simulations (see, e.g. [1]).

In this paper, we consider the following FitzHugh–Nagumo type reaction–diffusion system pro-

posed in [7]: {
ut = ∆u+

1

ε2
(fε(u)− εβv),

vt = g(u, v), x ∈ R2, t > 0,
(1.3)

where ε > 0 and

fε(u) := u(1− u)

(
u− 1

2
+ εα

)
, g(u, v) = g1u− g2v

g3v + g4

for some gj > 0 for j = 1, 2, 3, 4. For a solution (uε, vε) of (1.3), we can expect that as ε ↓ 0, uε

converges to 1 or 0 from the first equation of (1.3). In this case, we denote the region where uε

converges to 1 by Ω(t). Under the assumption

(A) g1g3 > 2g2,

it was shown in [7] that by a singular limit analysis (taking ε ↓ 0), (1.3) is reduced to

(1.4)

{
V = W (v)− κ, (x, y) ∈ ∂Ω(t), t > 0,

vt = g(1Ω(t), v), (x, y) ∈ R2, t > 0,

where κ is the curvature function of ∂Ω(t), V is the outer normal velocity of ∂Ω(t), and

W (v) = a− bv, a =
√
2α, b = 6

√
2β.

For further details refer to [7, Appendix].
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The existence of traveling spots of system (1.4) was established in [7]. The authors in [8] showed

that the traveling spot converges to a planar traveling wave when some system parameter varies.

The existence, uniqueness, and stability of traveling curved waves was reported in [18], where each

interface was represented by a graph.

To get a better understanding of the complicated dynamics of (1.4), one may consider the one-

dimensional spatial problem, where the curvature effect vanishes completely. This leads us to study

the following problem:

(1.5)

{
V = W (v(x, t)), x ∈ ∂Ω(t), t > 0,

vt = g(1Ω(t), v), x ∈ R, t > 0.

Throughout the paper, we assume condition (A), which is necessary for the singular limiting process

(see [7]). In fact, in our analysis, it suffices to assume a weaker condition g1g3 > g2.

Our aim is to establish the complete global dynamics of (1.5) with suitable initial data. Here,

we assume that Ω(0) := Ω0 consists of m disjoint bounded intervals, i.e.,

Ω0 :=

m⋃
j=1

(x02j−1, x
0
2j).

Under suitable conditions, we can show that there exists x = xk(t), k = 1, ..., 2m satisfying xk(0) =

x0k and certain ODEs such that

Ω(t) :=
m⋃
j=1

(x2j−1(t), x2j(t))(1.6)

for some time interval. Here, each x = xk(t) is said to be an interface of (1.5). From a modeling

viewpoint, we call each (x2j−1(t), x2j(t)) (j = 1, ...,m) an excitation interval at time t; Ω(t) the

excitation area at time t; R\Ω(t) the resting area at time t.

Note that interfaces may collide with each other such that a classical solution cannot be extended

beyond this time, called the annihilation time. Such a phenomenon was already considered by Chen

and Gao [6] who studied problem (1.2). Based on some suitable setting, they introduced the notion

of a “switching” solution of (1.2), namely, a solution switching from excitation area to resting area

or from resting area to excitation area at some time, to study nucleation and annihilation. Though

they call it a weak solution, it is different from the usual sense of a weak solution. To avoid the

confusion, we call it a “switching” solution. They showed the uniqueness of the “switching” solution

(see [6] for the details). Among other things, they also discussed the ill-posed issue and studied

the nucleation phenomenon of interfaces which will not be investigated in our study. The global

dynamics of (1.2) is still open.

To study the global dynamics of our system, it is required to study the continuation of solutions

beyond the annihilation time. In [9], we introduce the notion of weak solutions (see Definition 2.4

below), and establish the global existence and uniqueness of weak solutions to (1.5) with initial

data. In this paper, we aim to understand the global dynamics of (1.5) with suitable initial data.

Because of the presence of the annihilation, it is not easy to characterize the long-time behavior of

solutions of (1.5) when the number of the initial excitation intervals are large. To overcome this,

we adopt the notion of symbolic dynamics (cf.[10]) to determine the eventual number of excitation

intervals depending on the sign of W (v0(x)) on ∂Ω(0). More precisely, we show that the number

of excitation intervals is non-increasing in time and eventually becomes a constant such that the

convergence of solutions to multiple traveling pulses (fronts) can be established completely. A key
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idea to the proof of the convergence results is to introduce the so-called arrival time of interfaces

(see Definition 2.3 below), which helps us establish important estimates.

The rest of the paper is organized as follows. In Section 2, we recall the definition of classical

and weak solutions for our model introduced in [9], and then present the main results. In Section 3,

we investigate the global dynamical behavior of solutions to problem (1.5).

2. Main results

In this section, we state our main results. A solution (Ω, v) of (1.5) is a (unbounded) traveling

front solution with speed c if

Ω(t) = ΩF (t) := {x | x < ct}, v(x, t) = φF (x− ct),

where function φF (·) ∈ C(R)∩C1(R\{0}) satisfies φF (−∞) = ∞ and φF (+∞) = 0. By a traveling

pulse solution with the speed c, we mean that a solution (Ω, v) of (1.5) takes the following form:

Ω(t) = ΩP (t) := {x | ct− ℓP < x < ct}, v(x, t) = φP (x− ct)

for some positive constant ℓP , and a function φP (·) ∈ C(R)∩C1(R\{0,−ℓP }) satisfying φP (±∞) =

0.

Our first main result shows the existence of a traveling front solution and a traveling pulse

solution of (1.5) in terms of the following functions used in [7, 8, 18]:

G−1
0 (v) :=

∫ v

M

dξ

g(0, ξ)
, G−1

1 (v) :=

∫ v

0

dξ

g(1, ξ)
,(2.1)

where M is given in (2.4) below.

By simple computation, we have

0 < g1 −
g2
g3

≤ G′
1(ξ) ≤ g1 for ξ ≥ 0.(2.2)

Theorem 2.1. There exist a traveling front solution (ΩF (t), φF (x − at)) and a traveling pulse

solution (ΩP (t), φP (x− at)) of (1.5) with speed a, where

ΩF (t) := {x | x < at}, φF (z) := G1

(
(−z)+

a

)
,

ΩP (t) := {x | at− ℓP < x < at}, ℓP := aG−1
1

(
2a

b

)
,

φP (z) :=


G1

(
(−z)+

a

)
, if − ℓP ≤ z,

G0

(
−z + ℓP

a
+G−1

0

(
2a

b

))
, if z ≤ −ℓP .

Here, we use the notation (ξ)+ := max{ξ, 0}. From Theorem 2.1 and the profile of Gi (i = 0, 1),

we see that the wave profile φF (·) satisfies

φF (z) = 0 for z ≥ 0, φ′
F (z) < 0 for z < 0

and the wave profile φP (·) satisfies

φP (z) = 0 for z ≥ 0,

φ′
P (z) < 0 for −ℓP < z < 0 with φP (−ℓP ) = 2a/b,

φ′
P (z) > 0 for z < −ℓP with φP (−∞) = 0.
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This is essentially shown in [18], but is not explicitly stated. For the readers’ convenience, the

proof of Theorem 2.1 is given in Section 3.2. Moreover, the traveling front (resp. pulse) solution is

unique up to translation (see Remark 3.7).

To study the global dynamics of (1.5), we consider the following initial value problem:

(2.3)


V = W (v), x ∈ ∂Ω(t), t > 0,

vt = g(1Ω(t), v), x ∈ R, t > 0,

Ω(0) = Ω0 :=
⋃m

j=1(x
0
2j−1, x

0
2j), v(x, 0) = v0(x), x ∈ R,

where the initial data satisfies

(H1) (Boundedness) Ω0 consists of m disjoint bounded intervals and v0 ≥ 0 is a bounded Lips-

chitz function defined in R with

(2.4) M := ∥v0∥L∞(R).

(H2) (Well-posedness) W (v0(x)) ̸= 0 for any x ∈ ∂Ω(0).

Note that condition (H2) is demanded to guarantee the well-posedness of (2.3). We refer to

[9] for a more detailed explanation. Let us recall the definition of a classical solution from [9] as

follows.

Definition 2.2. (i) (Ω, v) is called a classical solution of (2.3) for 0 ≤ t ≤ T if there exist

xk ∈ C1([0, T ]), k = 1, ..., 2m, and

v ∈ C(R× [0, T ]) ∩ C1
(
R× (0, T ] \ {x = xk(t), t ∈ [0, T ], k = 1, ..., 2m}

)
such that

x1(t) < · · · < x2j−1(t) < x2j(t) < x2j+1(t) < · · · < x2m(t), 0 ≤ t ≤ T,

Ω :=
⋃

0≤t≤T

[Ω(t)× {t}] =
⋃

0≤t≤T

 m⋃
j=1

(x2j−1(t), x2j(t))× {t}


and the following equations hold pointwisely:

x′k(t) = (−1)kW
(
v(xk(t), t)

)
:= (−1)k

(
a− bv(xk(t), t)

)
, 0 ≤ t ≤ T, k = 1, ..., 2m,(2.5)

vt = g(1Ω(t), v) in R× [0, T ],(2.6)

xk(0) = x0k, v(x, 0) = v0(x).(2.7)

(ii) (Ω, v) is called a classical solution of (2.3) for 0 ≤ t < T if it is a classical solution for 0 ≤ t ≤ τ

for all 0 < τ < T .

(iii) (Ω, v) is called a classical solution of (1.5) for τ ≤ t ≤ T for some τ > 0 if (i) holds with t = 0

replaced by t = τ .

(iv) (Ω, v) is also called a non-negative classical solution of (1.5) for τ ≤ t ≤ T for some τ > 0 if

(iii) holds and v ≥ 0.

Next, we recall the notion of the arrival time (cf.[18]) as follows, which play a crucial role in our

analysis.

Definition 2.3. Let (Ω, v) be a classical solution and x = xk(·) be strictly monotone in t for each

k. Given any y ∈ R, we say that Tk(y) is the arrival time of the interface x = xk(t) for some

k ∈ {1, ..., 2m} to y if y = xk(Tk(y)). For convenience, we define Tk(y) := 0 if y ≤ xk(0) with

x′k(0) > 0 or y ≥ xk(0) with x
′
k(0) < 0.
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We remark that the arrival time t = Tk(y) can be almost seen as the inverse function of t =

x−1
k (y). However, we allow the arrival time to be defined as 0 in some y.

Note that two faced interfaces may collide with each other (called an annihilation) at some time,

and so the classical solution cannot be extended beyond this time. This leads us to introduce the

annihilation time as

TA = TA(Ω0, v0) := sup{τ > 0|xk(t) < xk+1(t) for all t ∈ [0, τ) and k = 1, ..., 2m− 1},(2.8)

where m is the number of intervals of Ω(0). Note that 0 < TA ≤ ∞ because of (H2). If TA = ∞,

then the classical solution exists globally in time. If TA <∞, then there are two adjacent interfaces

colliding with each other at time t = TA, in which case we need to introduce the weak solutions to

consider the continuation of the solution beyond the annihilation time.

Hereafter, for convenience, we shall use the following notations:

QT := R× [0, T ], Ωc := QT \Ω,

where Ω ⊂ R2.

We now recall the definition of weak solutions from [9]. Let

XT :=

(Ω, v)

∣∣∣∣∣∣∣∣
v ∈ C(QT ) and is Lipschitz continuous in x,
Ω ⊂ QT , ∂Ω is Lipschitz,

v ̸= a/b on
⋃

0≤t≤T ∂Ω(t)× {t} ,
v(x, 0) = v0(x), Ω(0) = Ω0 :=

⋃m
j=1(x

0
2j−1, x

0
2j).

 ,

where

Ω(t) := intR{x ∈ R | (x, t) ∈ Ω}.

Remark that
⋃

0≤t≤T ∂Ω(t)× {t} represents to the set of all interfaces in [0, T ] when it is a clas-

sical solution. Since ∂Ω is Lipschitz, the unit outer normal vector to ∂Ω exists almost everywhere,

which is denoted by n := (n1, n2).

Definition 2.4. (i) We say that a pair (Ω, v) is a weak solution of (2.3) for 0 ≤ t ≤ T if (Ω, v) ∈ XT

and satisfies the following conditions (C1) and (C2).

(C1) For any φ ∈ H1((0, T );L2(R)) and ψ ∈ H1((0, T );L2(R)) such that ψ has a compact

support in R× [0, T ],[∫
R
1Ω(t)φdx

]T
0

=

∫ T

0

∫
Ω(t)

φtdxdt+

∫
∂Ω∩(R×(0,T ))

W (v)φ|n1|dσ,(2.9) [∫
R
vψdx

]T
0

=

∫ T

0

∫
R

(
vψt + g(1Ω(t), v)ψ

)
dxdt.(2.10)

(C2) If B(x0, r0) × {t0} ⊂ Ω (resp. ⊂ Ωc) for some r0 > 0 and t0 ∈ [0, T ), then there exists

τ0 ∈ (0, T − t0] depending only on r0 such that

{x0} × [t0, t0 + τ0] ⊂ Ω (resp. ⊂ Ωc).

(ii) We say that a pair (Ω, v) is a weak solution of (2.3) for 0 ≤ t < T if it is a weak solution for

0 ≤ t ≤ τ for all τ ∈ (0, T ).

Note that Definition 2.2 excludes the possibility of the generation of new interfaces. Indeed,

for weak solutions, new interfaces may generate from any positive time such that the uniqueness

of solutions does not hold in general. To prevent the nucleation of interfaces, we need an extra

condition (C2) similar to condition (iii) of [6]. See [9] for more detailed explanation.
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With the notion of classical and weak solutions, the following three results are established in [9].

Proposition A. ([9, Theorem 2.4]) Assume (H1) and (H2). Then problem (2.3) has a unique

local in time non-negative classical solution.

Proposition B. ([9, Proposition 3.8]) Assume (H1) and (H2). Then the classical solution of

problem (2.3) can be extended uniquely until an annihilation occurs. Moreover, xk(t) is strictly

monotone in [0, TA), where TA is defined in (2.8). If TA < ∞, there exists a positive constant δ

such that |x′k(t)| ≥ δ for all t ∈ [0, TA) and k = 1, ..., 2m.

Proposition C. ([9, Theorem 2.5]) Assume (H1) and (H2). Then there is a unique global in time

weak solution to problem (2.3).

Remark 2.5. It has been shown in [9] that if (Ω, v) is a weak solution for t ∈ [t0, t1], then

there exists an integer N such that (Ω, v) becomes a classical solution for t ∈ [τi, τi+1) for some

i = 0, 1, ..., N with τ0 = t0 and τN = t1, where τi is an annihilation time for 1 ≤ i ≤ N − 1.

We now state the main results of this work as follows.

Theorem 2.6. Assume (H1) and (H2). Then any global weak solution of (2.3) must be one of

the following types:

(I) there exists T > 0 such that Ω(t) = ∅ for all t ≥ T and limt→∞ supx∈R |v(x, t)| = 0.

(II) there exist x−2m− < · · · < x−1 < x1 < · · · < x2m+ for some non-negative integers m±
satisfying m ≥ m+ +m− ̸= 0 such that the following hold:

lim
t→∞

x′k(t) = ±a, k = ±1, · · · ,±2m±,(2.11)

lim
t→∞

(x−2j+1(t)− x−2j(t)) = ℓP , j = 1, 2, · · · ,m−,(2.12)

lim
t→∞

(x−2j+2(t)− x−2j+1(t)) = ∞, j = 2, ...,m−,(2.13)

lim
t→∞

(x2j−1(t)− x2j−2(t)) = ∞, j = 2, ...,m+,(2.14)

lim
t→∞

(x2j(t)− x2j−1(t)) = ℓP , j = 1, · · · ,m+,(2.15)

lim
t→∞

sup
x∈R

|v(x, t)− v∞(x, t)| = 0,(2.16)

where ℓP is defined in Theorem 2.1 and

(2.17) v∞(x, t) :=
−1∑

j=−m−

φP (x2j(t)− x) +

m+∑
j=1

φP (x− x2j(t));

(III) there are x−2m− < · · · < x−1 < y−1 < y1 < x1 < · · · < x2m+ satisfying (2.11)–(2.15),

m ≥ m+ +m− + 1 such that the following hold:

lim
t→∞

|y±1(t)− x±1(t)| = ∞ if m± ≥ 1,(2.18)

lim
t→∞

sup
x∈IK(t)

|v(x, t)− v∞(x, t)| = 0 for any positive constant K,(2.19)
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where

IK(t) := (−∞, y−1(t) +K] ∪ [y1(t)−K,∞),

v∞(x, t) :=

−1∑
j=−m−

φP (x2j(t)− x) + Λ(x; y−1(t), y1(t)) +

m+∑
j=1

φP (x− x2j(t)),(2.20)

Λ(x; y−1, y1) := φF

(∣∣∣y−1 + y1
2

− x
∣∣∣− y1 − y−1

2

)
.(2.21)

For convenience, we say that the solution is of type (I) (resp. (II), (III)) if it satisfies (I) (resp.

(II), (III)) of Theorem 2.6.

Remark 2.7. Conclusion (I) of Theorem 2.6 means that all interfaces collide during a finite time

interval and no interface exists eventually. Hence, all excitation intervals disappear and the whole

space becomes the resting state. For (II), the system eventually has m+ +m− disjoint excitation

intervals. If m− = 0 (resp. m+ = 0), then it is regarded as the existence of x1 < · · · < xm+ (resp.

x−m− < · · · < x−1) only. This means that the solution converges to a series of traveling pulses

propagating in the same direction with the speed a. Note that m+ +m− ̸= 0. Otherwise, this case

reduces to (I). For (III), which is different from (II), x = y±1(t) is an interface that describes a

traveling front. A solution of type (III) means that the solution converges to a wave that contains

two traveling fronts following to a series of traveling pulses propagating in different directions.

We simply consider the case m = 1 to illustrate that each case in Theorem 2.6 can occur.

Theorem 2.8. Assume (H1)–(H2) and let (Ω, v) be a global weak solution of (2.3), where Ω(t) =

(x1(t), x2(t)) with Ω(0) = (x01, x
0
2) with −∞ < x01 < x02 <∞. Then, the following hold :

(i) If W (v0(x
0
1)) < 0 and W (v0(x

0
2)) < 0, then TA <∞, Ω(t) = ∅ for t > TA and

lim
t→∞

sup
x∈R

|v(x, t)| = 0.

In this case, the solution is of type (I).

(ii) If W (v0(x
0
1)) < 0 and W (v0(x

0
2)) > 0, then TA = ∞ and

lim
t→∞

(xi(t)− at) = xi,∞, lim
t→∞

x′i(t) = a, i = 1, 2,

lim
t→∞

(x2(t)− x1(t)) = ℓP , lim
t→∞

sup
x∈R

|v(x, t)− φP (x− x2(t))| = 0

for some constants xi,∞ (i = 1, 2). In this case, the solution is of type (II).

(iii) If W (v0(x
0
1)) > 0 and W (v0(x

0
2)) < 0, then TA = ∞ and

lim
t→∞

(xi(t) + at) = xi,∞, lim
t→∞

x′i(t) = −a, i = 1, 2,

lim
t→∞

(x2(t)− x1(t)) = ℓP , lim
t→∞

sup
x∈R

|v(x, t)− φP (x1(t)− x)| = 0

for some constants xi,∞ (i = 1, 2). In this case, the solution is of type (II).

(iv) If W (v0(x
0
1)) > 0 and W (v0(x

0
2)) > 0, then TA = ∞ and

lim
t→∞

[xi(t)− (−1)iat] = xi,∞, lim
t→∞

x′i(t) = (−1)ia, i = 1, 2,

lim
t→∞

(x2(t)− x1(t)) = ∞, lim
t→∞

sup
x∈IK(t)

|v(x, t)− Λ(x;x1(t), x2(t))| = 0,
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where K is any positive number,

IK(t) := (−∞, x1(t) +K] ∪ [x2(t)−K,∞)

and Λ is defined in (2.21). In this case, the solution is of type (III).

3. The global dynamics

We divide this section into three subsections. In the first subsection, we provide some useful a

priori estimates. In Subsection 3.2, we shall prove Theorem 2.1. Besides, we consider the global

dynamics of problem (2.3) when the number of the initial excitation interval is one, i.e., m = 1,

and show Theorem 2.8. In Subsection 3.3, the global dynamics in the general case (m > 1) will be

discussed and Theorem 2.6 will be proved.

3.1. Some a priori estimates. The first lemma provides some useful estimates about the right-

most interface x = x2m(t).

Lemma 3.1. Assume that (Ω, v) is a non-negative classical solution of (1.5) for t ∈ [t0, T ) with

x′2m(·) > 0. Then, for t0 ≤ t < T , the following hold:

(i) 0 ≤ v(x, t) ≤ v(x, t0)e
−γ(t0)(t−t0) for x ≥ x2m(t),

(ii) a(t− t0)−
b supz∈[x2m(t0),x2m(t)] v(z, t0)

γ(t0)

[
1− e−γ(t0)(t−t0)

]
≤ x2m(t)− x2m(t0) ≤ a(t− t0),

(iii)
(
a− bMe−γ(0)t1

)
(t− t1) ≤ x2m(t)− x2m(t1) ≤ a(t− t1) if t0 = 0, 0 < t1 < t,

(iv) lim
t→∞

(x2m(t)− at) = x∞ for some x∞ ∈ R and limt→∞ x′2m(t) = a if T = ∞,

where M is given in (2.4) and

γ(t) :=
g2

g3∥v(·, t)∥L∞(R) + g4
> 0.(3.1)

Proof. By (2.6), we see that v is decreasing in t for x ≥ x2m(t) and t ∈ [t0, T ). Hence,

vt = g(0, v) = − g2v

g3v(x, t) + g4
≤ − g2v

g3v(x, t0) + g4
for x ≥ x2m(t) and t ∈ [t0, T ).

Integrating over [t0, t] yields (i).

Recall from (2.5) that x′2m(t) = a− bv(x2m(t), t) for t ∈ [t0, T ), which together with (i) imply

a− bv(x2m(t), t0)e
−γ(t0)(t−t0) ≤ x′2m(t) ≤ a.(3.2)

By integrating (3.2) over [t0, t], we obtain (ii). Next, taking t0 = 0 into (3.2), we have

a− bMe−γ(0)t ≤ x′2m(t) ≤ a.(3.3)

By integrating (3.3) over [t1, t], we obtain (iii) immediately. For (iv), it follows from (3.2) that

x′2m(t) → a as t→ ∞ and supt≥0 |x2m(t)−at| <∞. Also, since x2m(t)−at is monotone decreasing

in t, x2m(t)− at converges to some x∞ and then (iv) holds. This completes the proof. □

By using the similar argument as in the proof of Lemma 3.1, we also have the following results

for the left-most interface x = x1(t).

Lemma 3.2. Assume that (Ω, v) is a non-negative classical solution of (1.5) for t ∈ [t0, T ) with

x′1(·) < 0. Then, for t0 ≤ t < T , the following hold :
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(i) 0 ≤ v(x, t) ≤ v(x, t0)e
−γ(t0)(t−t0) for x ≤ x1(t),

(ii) a(t− t0)−
b supz∈[x1(t),x1(t0)] v(z, t0)

γ(t0)

[
1− e−γ(t0)(t−t0)

]
≤ x1(t0)− x1(t) ≤ a(t− t0),

(iii)
(
a− bMe−γ(0)t1

)
(t− t1) ≤ x1(t1)− x1(t) ≤ a(t− t1) if t0 = 0, 0 < t1 < t,

(iv) lim
t→∞

(x1(t) + at) = x∞ for some x∞ ∈ R and limt→∞ x′1(t) = −a if T = ∞,

where M and γ(t) are given in (2.4) and (3.1), respectively.

Next, we consider the motions of inner interfaces.

Lemma 3.3. Assume that (Ω, v) is a non-negative classical solution of (1.5) for t ∈ [t0,∞) with

x′k(·) > 0 for k = 2j − 1, · · · , 2m with some j. Then there exists a positive constant C such that

0 < x2j(t)− x2j−1(t) ≤ C for all t ≥ t0.

Proof. Set ℓ(t) := x2j(t)− x2j−1(t). By the definition of the classical solution, we see that ℓ(t) > 0

for all t ≥ 0. It suffices to show the existence of an upper bound C. For contradiction, we assume

that there exists a sequence {tn} such that

tn ↑ ∞ and ℓ(tn) → ∞ as n→ ∞ and ℓ′(tn) ≥ 0 for each n.(3.4)

Now we can take any tn ≫ 1 such that H(tn) := tn−T2j(x2j−1(tn)) > 0, where T2j(z) is the arrival

time of x = x2j(t) to z. Then, by the mean value theorem and (2.5), we have

ℓ(tn)

H(tn)
= x′2j(ξn) = a− bv ≤ a.

where ξn ∈ (T2j(x2j−1(tn)), tn). Since ℓ(tn) → ∞, we must have H(tn) → ∞ as n → ∞. However,

note that

vt(x2j−1(tn), t) = g(1, v(x2j−1(tn), t)), t ∈ (T2j(x2j−1(tn)), tn).

By integrating it over (T2j(x2j−1(tn)), tn), we have

v(x2j−1(tn), tn) = v(x2j−1(tn), T2j(x2j−1(tn))) +

∫ tn

T2j(x2j−1(tn))
g(1, s)ds

≥
(
g1 −

g2
g3

)
H(tn) → ∞ as n→ ∞.

By (2.5), we have ℓ′(tn) = 2a−bv(x2j−1(tn), tn)−bv(x2j(tn), t) → −∞ as n→ ∞, which contradicts

with (3.4). This completes the proof. □

3.2. One excitation interval. We first give a proof of Theorem 2.1.

Proof of Theorem 2.1. We show the existence of a traveling pulse (Ω, φ). Using the moving coor-

dinate z = x− ct, from (1.5) we have

−cφz/g(0, φ) = 1 for z ≥ 0 or z < −ℓP ,(3.5)

−cφz/g(1, φ) = 1 for −ℓP < z < 0,(3.6)

if Ω(t) = {z + ct | − ℓP < z < 0} for some ℓP > 0.
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Since φ is bounded for z > 0, we must have φ ≡ 0 for z ≥ 0. Indeed, for each z0 > 0 by

integrating (3.5) over (z0, z), we have

−
∫ φ(z)

φ(z0)

ds

g(0, s)
=

1

c
(z − z0).

Then φ(z) → ∞ as z → ∞ when φ(z0) > 0. Hence the boundedness of φ implies that φ ≡ 0 for

z > 0. By the continuity of the solution, φ ≡ 0 for z ≥ 0. Thus, by integrating (3.6), we have

φ(z) = G1((−z)+/a) for −ℓP < z < 0. On the other hand, since both speeds of the front and the

back are c, we have

a− bφ(0) = c = −a+ bφ(−ℓP ).

which implies that c = a and that φ(−ℓP ) = 2a/b. Thus, by integrating (3.5) over (z,−ℓP ),∫ 2a/b

φ(z)

ds

g(0, s)
=
ℓP + z

a
for z < −ℓP .

Thus we see that

G−1
0 (2a/b)−G−1

0 (φ) =
ℓP + z

a
for z < −ℓP .

That is,

φ(z) = G0

(
−ℓP + z

a
+G−1

0 (2a/b)

)
for z < −ℓP .

This proves the existence of a traveling pulse.

Define

φF (z) := G1

(
(−z)+

a

)
for z ∈ R.

It is easy to see that (ΩF (t), φF (x−at)) is a traveling front solution. This completes the proof. □

To prove Theorem 2.8, we prepare the following three lemmas.

Lemma 3.4. Assume Ω0 := (x01, x
0
2). Moreover, assume that

W (v0(x
0
1)) > 0, W (v0(x

0
2)) > 0.

Then, there are a unique strictly decreasing function x1(·) ∈ C1([0,∞)) with x1(0) = x01 and a

unique strictly increasing function x2(·) ∈ C1([0,∞)) with x2(0) = x02 such that

Ω(t) = {x ∈ R | x1(t) < x < x2(t)},(3.7)

lim
t→∞

[xi(t)− (−1)iat] = xi,∞, lim
t→∞

x′i(t) = (−1)ia, i = 1, 2,(3.8)

lim
t→∞

(x2(t)− x1(t)) = ∞,

lim
t→∞

sup
x∈IK(t)

|v(x, t)− Λ(x;x1(t), x2(t))| = 0,(3.9)

where K is any positive number,

IK(t) := (−∞, x1(t) +K] ∪ [x2(t)−K,∞)

and Λ is defined in (2.21).
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Proof. By Proposition B, there exists a unique strictly decreasing (resp. increasing) function x =

x1(t) ∈ C1([0,∞)) (resp. x = x2(t) ∈ C1([0,∞))) with x1(0) = x01 (resp. x2(0) = x02) satisfying

x′1(t) = −W (v(x1(t), t)) := bv(x1(t), t)− a, t ≥ 0

x′2(t) =W (v(x2(t), t)) := a− bv(x2(t), t), t ≥ 0

such that (3.7) holds. Moreover, recall from [9] that v ≥ 0. Note that x = x1(t) and x = x2(t)

can be thought of as the left-most interface and the right-most interface, respectively. Hence,

Lemmas 3.1- 3.2 are available to insure (3.8).

It suffices to show (3.9). Set

AT := {(x, t)|x2(t) ≤ x, t ≥ T > 0},
BT := {(x, t)|x2(t)−K ≤ x ≤ x2(t), t ≥ T > 0}.

By Lemma 3.1, for any given ε > 0, we can find T0 ≫ 1 such that

0 ≤ v(x, t) < ε on AT0 ,(3.10)

|x2(t)− at− x∞| < ε, t ≥ T0.(3.11)

Recall that φF (x− x2(t)) = 0 on AT0 . It follows from (3.10) that

lim
t→∞

sup
x∈[x2(t),∞)

|v(x, t)− φF (x− x2(t))| = lim
t→∞

sup
x∈[x2(t),∞)

|v(x, t)| = 0.(3.12)

Next, we focus on the region BT . Recall from Definition 2.3 that T2(x) is the arrival time of the

interface x = x2(t) at x. That is, T2(x2(t)) = t for t ≥ 0. From the equation of v, for x01 < x < x2(t)

and t > T2(x), we have

v(x, t) = G1(G
−1
1 (v(x, T2(x))) + t− T2(x)).

Also, Theorem 2.1 gives us

φF (x− x2(t)) = G1

((x2(t)− x)+

a

)
= G1

(x2(t)− x

a

)
, for (x, t) ∈ BT0 .

Hence, for (x, t) ∈ BT0 , using the mean value theorem and (3.11), we have

|v(x, t)− φF (x− x2(t))| =
∣∣∣G1

(
G−1

1 (v(x, T2(x))) + t− T2(x)
)
−G1

(x2(t)− x

a

)∣∣∣
≤ g1

∣∣∣G−1
1 (v(x, T2(x))) + t− T2(x)−

x2(t)− x

a

∣∣∣
≤ g1

∣∣∣G−1
1 (v(x, T2(x)))

∣∣∣+ g1
a
|x− aT2(x)− x∞|+ g1ε

a
,(3.13)

where ∥G′
1∥L∞[0,∞) = g1.

On the other hand, by Lemma 3.1(ii) with t0 = T0 and t = T2(x), there exists a positive constant

C such that

|x− aT2(x)− x∞| ≤ |x2(T0)− aT0 − x∞|+ C
(

sup
z∈[x2(T0),x]

v(z, T0)
)

for all x ≥ x2(T0). Because of (3.10), (3.11),

|x− aT2(x)− x∞| ≤ ε+ Cε for all x ≥ x2(T0).(3.14)

Taking τ ≫ 1 such that (x, t) ∈ Bτ implies that x ≥ x2(T0). Then (3.14) holds for all (x, t) ∈ Bτ ,

and then the estimate (3.13) satisfies

|v(x, t)− φF (x− x2(t))| ≤ g1

∣∣∣G−1
1 (ε)

∣∣∣+ g1
a
(ε+ Cε) +

g1ε

a
for all (x, t) ∈ Bτ .
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Together with the fact that G−1
1 (ε) → 0 as ε→ 0, we see that

lim
t→∞

sup
x∈[x2(t)−K,x2(t)]

|v(x, t)− φF (x− x2(t))| = 0.(3.15)

Combining (3.12) and (3.15), we see that (3.9) holds for [x2(t)−K,∞).

Similarly, the above process can apply (by the help of Lemma 3.2) to show

lim
t→∞

sup
x∈(−∞,x1(t)+K]

|v(x, t)− φF (x1(t)− x)| = 0.(3.16)

Also, since x1(t) ↓ −∞ and x2(t) ↑ ∞ as t→ ∞, there exists a sufficiently large TK := T (K) such

that

Λ(x;x1(t), x2(t)) :=

{
φF (x− x2(t)), x ≥ x2(t)−K,
φF (x1(t)− x), x ≤ x1(t) +K

(3.17)

for all t ≥ TK . Combining (3.12), (3.15), (3.16) and (3.17), we see that (3.9) follows. This completes

the proof. □

Lemma 3.5. Assume that Ω0 := (x01, x
0
2) and

W (v0(x
0
1)) < 0, W (v0(x

0
2)) > 0.

Then there exists a unique strictly increasing function xi(·) ∈ C1([0,∞)) with xi(0) = x0i for i = 1, 2

such that

Ω(t) = {x ∈ R | x1(t) < x < x2(t)},(3.18)

lim
t→∞

[xi(t)− at] = xi,∞, lim
t→∞

x′i(t) = a, i = 1, 2,(3.19)

lim
t→∞

(x2(t)− x1(t)) = ℓP ,(3.20)

lim
t→∞

sup
x∈R

|v(x, t)− φP (x− x2(t))| = 0.(3.21)

Proof. By Proposition B, there exists a unique function xi(t) for t ∈ [0, TA) with xi(0) = x0i for

i = 1, 2 such that (3.18) holds. In fact, TA = ∞. For contradiction, we assume that TA < ∞.

Define ℓ(t) := x2(t)− x1(t). Then ℓ(T
−
A ) = 0. By (3.18) and Proposition B, there exists δ > 0 such

that

x′2(t) = a− bv(x2(t), t) ≥ δ, t ∈ [0, TA)

x′1(t) = bv(x2(t)− ℓ(t), t)− a ≥ δ, t ∈ [0, TA).

Taking t→ T−
A and using ℓ(T−

A ) = 0 yield

a+ δ

b
≤ v(x2(T

−
A ), T−

A ) ≤ a− δ

b
,

which reaches a contradiction. Hence TA = ∞ and then ℓ(t) > 0 for t ≥ 0. Next, by Lemma 3.1,

we obtain (3.19) for i = 2.

Since x′i > 0 (i = 1, 2), the arrival time, denoted by T2(x) (resp. by T1(x)), of the front (resp.

the back) at a position x is well-defined. See Definition 2.3. Note that we have

x′2(t) = a− bv(x2(t), t), ℓ′(t) = F (ℓ(t), x2(t), t),

where

F (ℓ, x2, t) := 2a− bv(x2 − ℓ, t)− bv(x2, t).

Then for any given small ε > 0, by Lemma 3.1 (iii) (with m = 1), there exists t∗ ≫ 1 such that

(a− bε)(t− T2(y)) ≤ x2(t)− y ≤ a(t− T2(y))(3.22)
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for any y satisfying

y ≤ x2(t) and T2(y) ≥ t∗.(3.23)

By Lemma 3.3, ℓ(t) is bounded. Then,

x1(t) = x2(t)− ℓ(t) → ∞ as t→ ∞.

Thus, we can find t1 ≫ 1 such that

T2(x1(t)) ≥ t0 for all t ≥ t1.

This implies that y := x1(t) satisfies (3.23). Hence we can put y = x1(t) into (3.22) such that

(a− bε)
{
t− T2(x1(t))

}
≤ ℓ(t) ≤ a

{
t− T2(x1(t))

}
(3.24)

for t ≥ t1.

On the other hand, from the definition of F , we easily obtain

2a− bε− bG1

(
G−1

1 (ε) + t− T2(x1(t))
)
≤ ℓ′(t) ≤ 2a− bG1

(
t− T2(x1(t))

)
for t ≥ t1. From (3.24), we obtain that

2a− bε− bG1

(
G−1

1 (ε) +
ℓ(t)

a− bε

)
≤ ℓ′(t) = F (ℓ(t), x2(t), t) ≤ 2a− bG1

(ℓ(t)
a

)
(3.25)

for t ≥ t1. By the standard comparison principle for ODE, we have

(a− bε)

[
G−1

1

(2a
b

− ε
)
−G−1

1 (ε)

]
≤ lim inf

t→∞
ℓ(t) ≤ lim sup

t→∞
ℓ(t) = aG−1

1

(2a
b

)
.

Since ε > 0 can be arbitrary small, we obtain limt→∞ ℓ(t) = ℓP . Moreover, by (3.25), we see that

limt→∞ ℓ′(t) = 0. It follows that

lim
t→∞

x′1(t) = lim
t→∞

(x′2(t)− ℓ′(t)) = a.

Hence, (3.19) for i = 1 and (3.20) follows.

We now deal with (3.21). Using G0 and G1, we can calculate the function v as follows:

(i) for x < x1(0),

v(x, t) = G0

(
G−1

0 (v0(x)) + t
)
.

(ii) for x1(0) ≤ x < x2(0),

v(x, t) =

{
G1

(
G−1

1 (v0(x)) + t
)
, for t ≤ T1(x),

G0

(
G−1

0 (v(x, T1(x))) + t− T1(x)
)
, for t > T1(x).

(iii) for x ≥ x2(0),

v(x, t) =


G0

(
G−1

0 (v0(x)) + t
)
, for t ≤ T2(x),

G1

(
G−1

1 (v(x, T2(x))) + t− T2(x)
)
, for T2(x) < t ≤ T1(x),

G0

(
G−1

0 (v(x, T1(x))) + t− T1(x)
)
, for t > T1(x).

By Lemma 3.4, (3.20) and the fact that φP (z) = φF (z) for z ≥ −ℓP , we have that

lim
t→∞

sup
−ℓ(t)≤z

|v(z + x2(t), t)− φP (z)| = 0.

In particular, putting z = −ℓ(t) into the above limit, we have

lim
t→∞

∣∣∣∣v(x1(t), t)− 2a

b

∣∣∣∣ = 0,
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which implies that for sufficiently small ε > 0, there is a positive constant t2 satisfying

a− ε ≤ x′1(t) ≤ a+ ε for t ≥ t2.

Integrating over [T1(x), t] yields

(a− ε)(t− T1(x)) ≤ x1(t)− x ≤ (a+ ε)(t− T1(x))

for t2 ≤ T1(x) ≤ t. Namely, for x ≥ x1(t2) and t ≥ T1(x), we have

(3.26)

∣∣∣∣t− T1(x) +
x− x1(t)

a

∣∣∣∣ ≤ ε

a
|t− T1(x)|.

Since t > T1(x) where x := z + x2(t) < x2(t)− ℓ(t), we have

|v(x, t)− φP (x− x2(t))|

≤
∣∣∣∣G0

(
G−1

0 (v(x, T1(x))) + t− T1(x)
)
−G0

(
−x− x1(t)

a
+G−1

0 (v(x1(t), t))

)∣∣∣∣
+

∣∣∣∣G0

(
−x− x1(t)

a
+G−1

0 (v(x1(t), t))

)
−G0

(
−x− x2(t) + ℓP

a
+G−1

0

(2a
b

))∣∣∣∣
≤ g2

g3

∣∣∣∣t− T1(x) +
x− x1(t)

a
+G−1

0 (v(x, T1(x)))−G−1
0 (v(x1(t), t))

∣∣∣∣
+
g2
g3

∣∣∣∣ℓP − ℓ(t)

a
+G−1

0 (v(x1(t), t))−G−1
0

(2a
b

)∣∣∣∣ .
Thus, using (3.26) and the fact that v(x, T1(x)) → 2a/b as x→ ∞, we have

lim
t→∞

sup
−K−ℓ(t)≤z≤−ℓ(t)

|v(z + x2(t), t)− φP (z)| = 0

for any positive constant K. Using lims→∞G0(s) = 0 and taking K sufficiently large, we get

lim
t→∞

sup
z≤−K−ℓ(t)

|v(z + x2(t), t)− φP (z)|

≤ lim
t→∞

sup
z≤−K−ℓ(t)

|v(z + x2(t), t)|+ lim
t→∞

sup
z≤−K−ℓ(t)

|φP (z)| = 0.

This completes the proof. □

By the same argument used in Lemma 3.5, we have the following result:

Lemma 3.6. Assume that Ω0 := (x01, x
0
2) and

W (v0(x
0
1)) > 0, W (v0(x

0
2)) < 0.

Then there exists a unique strictly decreasing function xi(·) ∈ C1([0,∞)) with xi(0) = x0i for i = 1, 2

such that

Ω(t) = {x ∈ R | x1(t) < x < x2(t)},
lim
t→∞

[xi(t) + at] = xi,∞, lim
t→∞

x′i(t) = −a, i = 1, 2,

lim
t→∞

(x2(t)− x1(t)) = ℓP ,

lim
t→∞

sup
x∈R

|v(x, t)− φP (x1(t)− x)| = 0.

Thanks to Lemmas 3.5 and 3.6, we see that the traveling pulse solution is globally asymptotically

stable.
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Remark 3.7. From Lemmas 3.4–3.6, the traveling pulse (resp. front) solution is unique up to a

translation.

We are ready to show Theorem 2.8.

Proof of Theorem 2.8. Let us first consider (i). Clearly, Ω(t) = ∅ for all t ≥ TA, where TA < ∞.

Then the weak solution becomes a classical solution for t ≥ TA (see [9]). By (2.6), we have

vt = g(0, v) for x ∈ R and t ≥ TA and, clearly, limt→∞ supx∈R |v(x, t)| = 0. Note that (ii), (iii)

and (iv) follow from Lemma 3.5, Lemma 3.6 and Lemma 3.4, respectively. This completes the

proof. □

3.3. Multiple excitation intervals. In this subsection, we consider the dynamics of (2.3) in

the general case where Ω0 consists of m disjoint bounded intervals for some m > 1, and then

Theorem 2.6 will be proved.

To characterize the global dynamics of (2.3), it is important to understand how the number of

interfaces of (2.3) change in time. The symbolic dynamics is useful to determine the number of

interfaces. We shall use the notations similar to those in [10]. Set

X :=
{
(Ω, v)

∣∣∣ v ∈ C(R), Ω is a union of disjoint finite open intervals and v|∂Ω ̸= a

b

}
,

where Ω = ∪m
j=1(x2j−1, x2j) and x1 ≤ x2 ≤ · · · ≤ x2m.

For any given (Ω, v) ∈ X , we define Z[(Ω, v)] as the minimal number of disjoint intervals that

compose Ω (the closure of Ω). Clearly, Z[(Ω, v)] ≤ m. Moreover, Z[(Ω, v)] < m if xj = xj+1 for

some j. When Ω = ∅, we define Z[(Ω, v)] = 0.

Next, denote SGN[(Ω, v)] as the word consisting of letters f (i.e., front) and b (i.e., back) defined

as follows: if Z[(Ω, v)] = N and y1 < y2 < · · · < y2N with yi ∈ ∂Ω, then

SGN[(Ω, v)] := [w1w2w3w4...w2N−1w2N ],

where

wj =

{
f if W (v(yj)) > 0,

b if W (v(yj)) < 0.

Moreover, when Ω = ∅, SGN[(Ω, v)] := [ ], i.e., the empty word. Clearly, the length of the word

SGN[(Ω, v)] is equal to 2Z[(Ω, v)]. We also denote the j-th letter wj of SGN[(Ω, v)] by

SGN[(Ω, v)]j,2N

if Z[(Ω, v)] = N and 1 ≤ j ≤ 2N .

We give some simple examples to illustrate the notions mentioned above.

Example 3.8. Define v(x) = a/b+ x for x ∈ R.
(i) Given Ω1 = (−1, 1), we have Ω1 = [−1, 1] and W (v(x)) = −bx. It follows that

Z[(Ω1, v)] = 1 and SGN[(Ω1, v)] = [fb].

(ii) Given Ω2 = (−2,−1) ∪ (1, 2), then Ω2 = [−2,−1] ∪ [1, 2] and W (v(x)) = −bx. Hence, we

have

Z[(Ω2, v)] = 2 and SGN[(Ω2, v)] = [ffbb].

Moreover, SGN[(Ω2, v)]3,4 = [ffbb]3,4 = b.
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(iii) Given Ω3 = (−2, 1) ∪ (1, 2), then Ω3 = [−2, 2] and W (v(x)) = −bx. Hence, we obtain

Z[(Ω3, v)] = 1 and SGN[(Ω3, v)] = [fb].

If A,B are two words consisting of f and b, we write A ▷ B if B is a subword of A. Here a

subword of A = [w1w2w3...w2N−1w2N ] is one of [wj1wj2 . . . wj2M ] where 0 ≤M ≤ N , 1 ≤ j1 < j2 <

· · · < j2M ≤ 2N .

For example, [ffbb] ▷ B for B = [ffbb], [ff], [bb], [fb], [ ], but not for B = [bf].

From the definition of a subword, we can easily obtain

Lemma 3.9. If A ▷ B ▷ C, then A ▷ C.

We are ready to consider the global dynamics of solutions of (2.3) in terms of the notions given

above. Let (Ω, v) be any global weak solution of (2.3) with Z[Ω0, v0] = m. By the definition of

weak solutions and Remark 2.5, we see that (Ω(t), v(·, t)) ∈ X for each t ≥ 0. It follows that

Z[(Ω(t), v(·, t)] is well defined for any t ≥ 0. In addition, by Remark 2.5 and Proposition B, we see

that W (v(xk, t)) ̸= 0 for all xk ∈ ∂Ω(t), which implies that W (v(yk, t)) ̸= 0 for all yk ∈ ∂Ω(t). It

follows that SGN[(Ω(t), v(·, t)] is well defined for any t ≥ 0.

We provide the following proposition for Z and SGN.

Proposition 3.10. Let (Ω, v) be a global weak solution of (2.3). Then, the following hold :

(i) If an annihilation of (Ω(t), v(·, t)) does not occur for t1 ≤ t < t2, then Z[(Ω(t), v(·, t))] and
SGN[(Ω(t), v(·, t))] does not change for t1 ≤ t < t2.

(ii) If an annihilation occurs at some time t0 > 0, then Z[(Ω(t), v(·, t))] drops k at t = t0
and the length of SGN[(Ω(t), v(·, t))] drops 2k at t = t0 for some k ∈ N. Moreover,

SGN[(Ω(t0), v(·, t0))] is a subword of SGN[(Ω(t0 − ϵ), v(·, t0 − ϵ))] for sufficiently small

ϵ > 0.

(iii) Z[(Ω(t), v(·, t))] and SGN[(Ω(t), v(·, t))] are nonincreasing in t. Namely,

Z[(Ω(t), v(·, t))] ≥ Z[(Ω(s), v(·, s))] for any s > t,

SGN[(Ω(t), v(·, t))] ▷ SGN[(Ω(s), v(·, s))] for any s > t.

(iv) Suppose that there exist τ ≥ 0 and j ∈ {1, 2, · · · ,m} such that

SGN[(Ω(τ), v(·, τ))]2j,2N = SGN[(Ω(τ), v(·, τ))]2j+1,2N = f.

Then there exists τ ′ > τ such that x2j(τ
′) = x2j+1(τ

′), where x2j(t) and x2j+1(t) are the

positions of (2j)th and (2j + 1)th fronts. Hence, an annihilation occurs at t = τ ′.

(v) Suppose that there exist τ ≥ 0 and j ∈ {1, 2, · · · ,m} such that

SGN[(Ω(τ), v(·, τ))]2j−1,2N = SGN[(Ω(τ), v(·, τ))]2j,2N = b.

Then there exists τ ′ > 0 such that x2j−1(τ
′) = x2j(τ

′), where x2j−1(t) and x2j(t) are the

positions of (2j − 1)th and (2j)th backs. Hence, an annihilation occurs at t = τ ′.

(vi) There exist T ∗ ≫ 1 and κ ∈ {0, 1, ...,m} such that Z[(Ω(t), v(·, t))] ≡ κ for all t ≥ T ∗

and SGN[(Ω(t), v(·, t))] never changes for all t ≥ T ∗ with the length 2κ. Moreover, (Ω, v)

becomes a classical solution of (2.3) for t ≥ T ∗.

Proof. Recall Remark 2.5 that there exists N ∈ N such that (Ω, v) becomes a classical solution for

t ∈ [τi, τi+1) for some i = 0, 1, ..., N with τ0 = 0 and τN+1 = ∞, where τi is an annihilation time

for 1 ≤ i ≤ N − 1.
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For (i), since no interface can generate (because of (C2)), the number of interfaces does not

change for t1 ≤ t < t2. Hence, Z[(Ω(t), v(·, t)] does not change for t1 ≤ t < t2. Moreover, by

Proposition B, the absence of an annihilation implies that each interface |x′k(t)| never vanishes for
t1 ≤ t < t2. Namely, W (v(xk(t), t)) does not change sign for t1 ≤ t < t2. Hence, SGN[(Ω(t), v(·, t))]
does not change for t1 ≤ t < t2.

Next we prove (ii). Note that an annihilation only occurs within two adjacent interfaces. By

the definition of Z[(Ω(t), v(·, t))], we see that any two adjacent interfaces collide each other at

time t0 implies that Z[(Ω(t), v(·, t))] drops 1 at t = t0. Suppose that there are k groups of two

adjacent interfaces which collide at time t0 for some k ∈ N. Then Z[(Ω(t), v(·, t))] drops k at t = t0.

Also, in this situation the boundary points of the closure of Ω(t0) drop 2k and so the letters of

SGN[(Ω(t), v(·, t))] drops 2k at t = t0 and the dropped letters consist of k group of two adjacent

letters. By the definition of subwords, SGN[(Ω(t0), v(·, t0))] is a subword of SGN[(Ω(t0−ϵ), v(·, t0−
ϵ))] for sufficiently small ϵ > 0.

For (iii), it follows from (i) and (ii) that Z[(Ω(t), v(·, t))] is non-increasing in time. By (i), (ii)

and Lemma 3.9, SGN[(Ω(t), v(·, t))] are nonincreasing in t.

We deal with (iv). By Proposition B, x′2j(t) ≥ δ and x′2j+1(t) ≤ −δ for some δ > 0. This implies

the existence of τ ′. Similarly, we have (v).

For (vi), we see from (iii) and the fact 0 ≤ Z[(Ω(t), v(·, t))] ≤ m that Z[(Ω(t), v(·, t))] → κ as

t → ∞ for some κ ∈ {0, 1, ...,m}. Since Z[(Ω(t), v(·, t))] ∈ N ∪ {0}, there exist T ∗ ≫ 1 such

that Z[(Ω(t), v(·, t))] ≡ κ for all t ≥ T ∗. For t > T ∗, v never takes a value a/b on any interface.

It means that SGN[(Ω(t), v(·, t))] does not change for t ≥ T . By the definition, the length of

SGN[(Ω(t), v(·, t))] is 2κ. This completes the proof. □

We note that if SGN[(Ω(0), v0)]2j−1,2N = SGN[(Ω(0), v0)]2j,2N = f, two fronts do not collide and

the j-interval converges to Λ(x;x2j−1, x2j) as t tends to infinity if these fronts exist for all large

time.

Given two words A = [a1a2....a2N ] and B = [b1b2...b2M ], we define

A⋎B := [a1a2...a2Nb1b2...b2M ],

kA =

k−times︷ ︸︸ ︷
A⋎A⋎ ...⋎A, k ∈ N.

We also set [ ] ⋎ A = A, A ⋎ [ ] = A and 0A = [ ]. Three different types of words are defined as

follows:

the word of type (I): [ ],

the word of type (II): m−[fb]⋎m+[bf] where m± ∈ N ∪ {0} and (m−,m+) ̸= (0, 0),

the word of type (III): m−[fb]⋎ [ff]⋎m+[bf] where m± ∈ N ∪ {0}.

Proposition 3.11. Let (Ω, v) be a global weak solution of (2.3). Then, there exists T ∗ > 0 such

that SGN[(Ω(T ∗), v(·, T ∗))] is one of the types (I), (II) or (III).

Proof. By Proposition 3.10 (iv), there is a positive constant T ∗ such that Z[(Ω(t), v(·, t))] and
SGN[(Ω(t), v(·, t))] never change for all t ≥ T ∗. Set N := Z[(Ω(T ∗), v(·, T ∗))] ≤ m and w :=

SGN[(Ω(t), v(·, t))]. If N = 0, w = [ ], which belongs to the type (I). When N = 1, we divide into

four cases:

(1) If w = [fb], then w is of type (II);
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(2) If w = [ff], then w is of type (III);

(3) Ifw = [bb], by Proposition 3.10(v), an annihilation occurs at some t > T ∗. This contradicts

the choice of T ∗;

(4) If w = [bf], then w is of type (II).

From the above discussion, the conclusion holds for N = 1. Assume that there exists either

w2j−1w2j = bb with j ∈ {1, 2, · · · , N} or w2jw2j+1 = ff with j ∈ {1, 2, · · · , N − 1}. By Proposi-

tion 3.10, an annihilation occurs at some t∗ > T ∗, which means that Z[(Ω(t), v(·, t))] drops at least 1
at t = t∗. This contradicts the choice of T ∗. Now we claim that if w does not include w2j−1w2j = bb

nor w2jw2j+1 = ff, then w is of type (II) or type (III) by the induction on N ∈ N. The case of

N = 1 has been shown already. Assume that this holds for N = 1, · · · , n. Then, for N = n + 1,

w = [w1w2w3 · · ·w2n+1w2n+2] with the length 2n + 2. The subword w′ := [w1w2w3 · · ·w2n−1w2n]

does not include w2j−1w2j = bb nor w2jw2j+1 = ff. Hence w′ is of type (II) or type (III). If

w2n = f, then w2n+1 must be b because of the assumption. Then w2n+2 must be f. This means

that w = w′⋎ [bf] is of type (II) or type (III). Next consider the case where w2n = b. We note that

w′ must be n[fb] in this case. Then w2n+1 is arbitrary, namely, b or f. For the former case, w2n+2

must be f. This means that w = w′ ⋎ [bf] is of type (II). For the latter case, w2n+1w2n+2 = fb or

ff. In the case of w2n+1w2n+2 = fb, w = n[fb] ⋎ [fb] = (n + 1)[fb] is of type (II). In the case of

w2n+1w2n+2 = ff, w = n[fb] ⋎ [ff] is of type (III). By the induction, this completes the proof of

Proposition 3.11. □

Remark 3.12. From Proposition 3.11, we can investigate the possible global dynamics of (2.3)

after t = T ∗. By Propositions 3.10 (vi) and 3.11, SGN[(Ω(T ∗), v(·, T ∗))] is one of the types (I),

(II) or (III) and we can assume that the solution is a classical solution for t ≥ T ∗. For the

corresponding word SGN[(Ω(T ∗), v(·, T ∗))] being of type (I), the global dynamic is simple since

limt→∞ supx∈R |v(x, t)| = 0.

Hereafter, when SGN[(Ω(T ∗), v(·, T ∗))] is of type (II), we can write

SGN[(Ω(T ∗), v(·, T ∗))] = m−[fb]⋎m+[bf](3.27)

for some m± ∈ N ∪ {0} and (m−,m+) ̸= (0, 0).

When SGN[(Ω(T ∗), v(·, T ∗))] is of type (III), we can write

SGN[(Ω(T ∗), v(·, T ∗))] = m−[fb]⋎ [ff]⋎m+[bf](3.28)

for some m± ∈ N ∪ {0}.
For the word being of type (II) or (III), we investigate the asymptotic distance between adjacent

two interfaces as follows.

Proposition 3.13. Let (Ω, v) be a classical solution for t ≥ T ∗ with interfaces

x−2m−(t) < · · · < x−1(t) < x1(t) < · · · < x2m+(t)

(resp. x−2m−(t) < · · · < x−1(t) < y−1(t) < y1(t) < x1(t) < · · · < x2m+(t))
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and SGN[(Ω(T ∗), v(·, T ∗))] is of type (II) (resp. type (III)). Then as t→ ∞,

x2j(t)− x2j−1(t) = ℓP +O
( 1

tα
+
j

)
for j = 1, ...,m+,(3.29)

x2j−1(t)− x2j−2(t) ≥ δ+j log t for j = 2, ...,m+,(3.30)

x−2j+1(t)− x−2j(t) = ℓP +O
( 1

tα
−
j

)
for j = 1, ...,m−,(3.31)

x−2j+2(t)− x−2j+1(t) ≥ δ−j log t for j = 2, ...,m−,(3.32)

|x±1(t)− y±1(t)| ≥ δ±1 log t, lim
t→∞

y′±(t) = ±a if y±1 exists,(3.33)

lim
t→∞

x′k(t) = ±a for k = ±1, · · · ,±2m±,(3.34)

where α±
j and δ±j are positive constants.

To prove Proposition 3.13, we prepare the following lemmas.

Lemma 3.14. Assume the same hypotheses of Proposition 3.13. Also, assume that there exist

constants C > 0 and αk ∈ (0, 1) such that

0 ≤ v(x2k(t), t) ≤ Ct−αk , t ≥ T ∗(3.35)

for some k ∈ {1, 2, · · · ,m+}. Then

x2k(t)− x2k−1(t) = ℓP +O(t−αk) as t→ ∞.

Proof. Set ℓ(t) := x2k(t)− x2k−1(t). Then

ℓ′(t) = x′2k(t)− x′2k−1(t) = 2a− bv(x2k(t), t)− bv(x2k−1(t), t).(3.36)

By (3.35) and (2.5), we have

a− bCt−αk ≤ x′2k(t) ≤ a, t ≥ T ∗.(3.37)

Integrating (3.37) over (τ, t) with τ > T ∗ yields(
a− bC

ταk

)
(t− τ) ≤ x2k(t)− x2k(τ) ≤ a(t− τ).

Taking t ≫ 1 such that τ = T2k(x2k−1(t)) > T ∗, where T2k(z) is the arrival time of x = x2k(t) to

z, we have (
a− bC

T2k(x2k−1(t))αk

)
(t− T2k(x2k−1(t))) ≤ ℓ(t) ≤ a(t− T2k(x2k−1(t))).(3.38)

In particular, from (3.38), we have

T2k(x2k−1(t)) = t− ℓ(t)

a+ o(1)
as t→ ∞.

Also, because of the boundedness of ℓ(·) (Lemma 3.3), there exist κ > 0 and T ≥ T ∗ such that

T2k(x2k−1(t)) ≥ t− κ for t ≥ T .(3.39)

Together with (3.38), we see that

ℓ(t)

a
≤ t− T2k(x2k−1(t)) ≤

ℓ(t)

a− bC(t− κ)−αk
.(3.40)

Taking T large enough, we can assume that

0 <
a

2
< a− bC(t− κ)−αk for t > T .(3.41)
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We now estimate v(x2k−1(t), t). For this, by (3.35) with t replaced by T2k(x2k−1(t)),

0 ≤ v
(
x2k−1(t), T2k(x2k−1(t))

)
≤ CT2k(x2k−1(t))

−αk ≤ C(t− κ)−αk ,(3.42)

where the last inequality holds by using (3.39). Also, note that

v(x2k−1(t), t) = G1

(
G−1

1 (v(x2k−1(t), T2k(x2k−1(t)))) + t− T2k(x2k−1(t))
)
.

Then using (3.40), (3.42) and the strict monotonicity of G1 and G−1
1 yield that

G1

(ℓ(t)
a

)
≤ v(x2k−1(t), t) ≤ G1

(
G−1

1

(
C(t− κ)−αk

)
+

ℓ(t)

a− bC(t− κ)−αk

)
.(3.43)

Combining (3.36), (3.35) and (3.43), we have, for t ≥ T ,

2a− bCt−αk − bG1

(
G−1

1

(
C(t− κ)−αk

)
+

ℓ(t)

a− bC(t− κ)−αk

)
≤ ℓ′(t) ≤ 2a− bG1

(ℓ(t)
a

)
.

Consider the following ODE:

ℓ
′
(t) = 2a− bG1

(ℓ(t)
a

)
, ℓ(T ) = ℓ(T ).

It is not hard to see that ℓ(t) tends to ℓP exponentially. By comparison, for all T ≫ 1,

ℓ(t)− ℓP ≤ ℓ(t)− ℓP ≤ C1e
−ρt ≤ C2

tαk
, t ≥ T(3.44)

for some positive constants ρ, C1 and C2. Hence, we obtain an upper estimate of ℓ(t)− ℓP .

We need to get a lower estimate of ℓ(t)− ℓP . The mean value theorem implies that

bG1

(
z +

ℓ(t)

a− bC(t− κ)−αk

)
= bG1

(
z +

ℓP
a− bC(t− κ)−αk

)
+ ν(t)(ℓ(t)− ℓP )

where

0 < ν1 :=

(
g1 −

g2
g3

)
b

a
≤ ν(t) ≤ 2bg1

a
,(3.45)

for t ≥ T because of (3.41) and (2.2). It follows that

ℓ′(t) ≥ Q(t)− ν(t)(ℓ(t)− ℓP ),(3.46)

where

Q(t) := 2a− bCt−αk − bG1

(
G−1

1

(
C(t− κ)−αk

)
+

ℓP
a− bC(t− κ)−αk

)
.

By the l’Hospital rule, it is easy to obtain

lim
t→∞

Q(t)

t−αk
= −δ

for some δ > 0. Hence, there exists K > 0 such that Q(t) ≥ −Kt−αk for all t ≥ T . Together with

(3.46), we have

(ℓ(t)− ℓP )
′ ≥ − K

tαk
− ν(t)(ℓ(t)− ℓP ).

By multiplying both sides by e
∫ t
T ν(s)ds and integrating them over [T, t], we obtain

ℓ(t)− ℓP ≥ (ℓ(T )− ℓP )e
−

∫ t
T ν(s)ds −K

∫ t

T

1

ταk
e−

∫ t
τ ν(s)dsdτ(3.47)
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for t ≥ T with sufficiently large T . Since 0 < αk < 1 and∫ t

T

1

ταk
e−

∫ t
τ ν(s)dsdτ ≤

∫ t

T

1

ταk
e−ν1(t−τ)dτ

≤
∫ (t+T )/2

T

1

ταk
e−ν1(t−T )/2dτ +

∫ t

(t+T )/2

2αk

(t+ T )αk
e−ν1(t−τ)dτ

≤ 1

(1− αk)tαk−1
e−ν1(t−T )/2 +

2αk

ν1(t+ T )αk
,

where ν1 is defined in (3.45), we obtain

ℓ(t)− ℓP ≥ (ℓ(T )− ℓP )e
−ν1(t−T ) − Kt1−αk

(1− αk)
e−ν1(t−T )/2 − 2αkK

ν1(t+ T )αk
≥ −C3

tαk

with some positive constant C3 when T is sufficiently large. Combining (3.47) and (3.44), we

complete the proof. □

Lemma 3.15. Assume that all hypothesis of Lemma 3.14 are satisfied and that x′2k−2(t) > 0. Then

x′2k−1(t) → a as t→ ∞,

x2k−1(t)− x2k−2(t) ≥ δ1 log t as t→ ∞,

v(x2k−2(t), t) = O(t−α̃k) as t→ ∞,

where δ1 is a positive constant and 0 < α̃k < 1.

Proof. Let h(t) := x2k−1(t)− x2k−2(t). By simple calculations, we have

h′(t) = x′2k−1(t)− x′2k−2(t)

= bv(x2k−1(t), t)− 2a+ bv(x2k−2(t), t).

The term v(x2k−1(t), t) has been estimated in (3.43). To obtain an upper estimate of v(x2k−2(t), t)

for large t, we divide our discussion into two steps.

Step 1: A lower estimate of h.

First, since vt = g(0, v) ≥ −g2v/g4 for x2k−2(t) ≤ x ≤ x2k−1(t) and t ≥ T ∗,

v(x2k−2(t), t) ≥ v
(
x2k−2(t), T2k−1(x2k−2(t))

)
e
− g2

g4

(
t−T2k−1(x2k−2(t))

)
(3.48)

for all large t, where T2k−1(z) is the arrival time of x = x2k−1(t) to z. As in the proof of (3.19), we

see that

x′2k−1(t) → a as t→ ∞.(3.49)

By the mean value theorem, we see that

h(t)

t− T2k−1(x2k−2(t))
=
x2k−1(t)− x2k−1(T2k−1(x2k−2(t)))

t− T2k−1(x2k−2(t))
→ a as t→ ∞.

Thus there exists τ > T such that

a− ε <
h(t)

t− T2k−1(x2k−2(t))
< a+ ε, t ≥ τ.(3.50)

By (3.48) and (3.50), we have

v(x2k−2(t), t) ≥ v
(
x2k−2(t), T2k−1(x2k−2(t))

)
e
− g2

g4

(
h(t)
a−ε

)
≥ C1e

−λh(t),
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for some C1 > 0 and λ := g2/[g4(a − ε)]. Together with (3.43) and the mean value theorem, we

have

h′(t) = bv(x2k−1(t), t)− 2a+ bv(x2k−2(t), t)

≥ bG1

(ℓ(t)
a

)
− 2a+ bC1e

−λh(t)

= bG1

(ℓP
a

)
+ ν(t)(ℓ(t)− ℓP )− 2a+ bC1e

−λh(t)

= ν(t)(ℓ(t)− ℓP ) + bC1e
−λh(t)

for some ν(t) > 0 having a positive lower bound and ℓ(t) := x2k(t)−x2k−1(t). Then, by Lemma 3.14,

we have

h′(t) ≥ − K̂

tαk
+ C2e

−λh(t), t ≥ τ

for some positive constants K̂ and C2 := bC1.

Let P (t) := eλh(t). Then we have

P ′(t) ≥ −K̂λ
tαk

P (t) + C2λ, t ≥ τ.

Since 0 < αk < 1 and P is positive, for a sufficiently large constant τ , there are a constant

δ ∈ (0, C2/K̂) such that

P (τ) ≥ δταk , (C2 − K̂δ)λ > αkδτ
αk−1.

Then

(P (t)− δtαk)′ ≥ −K̂λ
tαk

(P − δtαk) + C2λ− K̂λδ − αkδt
αk−1 ≥ −K̂λ

tαk
(P − δtαk)

for any t ≥ τ . Thus P (t) ≥ δtαk for all t ≥ τ . Thus, there is a positive constant C3 such that

h(t) ≥ δ1 log t− C3(3.51)

for all large t, where

δ1 :=
αk

λ
=
αkg4(a− ε)

g2
.

Thus Step 1 is completed.

Step 2: An upper estimate of v.

By (3.43), we have

0 ≤ v(x, t) ≤ v(x2k−1(t), t) ≤M∗ for x2k−2(t) ≤ x ≤ x2k−1(t), t ≥ T ∗

with a sufficiently large constant T ∗ where M∗ := max{4b/a,M}. Since vt = g(0, v) for x2k−2(t) ≤
x ≤ x2k−1(t) and t ≥ T ∗,

0 ≤ v(x2k−2(t), t) ≤ v
(
x2k−2(t), T2k−1(x2k−2(t))

)
e
− g2

g3M
∗+g4

(
t−T2k−1(x2k−2(t))

)
for all large t. Then there exists a positive constant C4 such that

0 ≤ v(x2k−2(t), t) ≤ C4e
−µ(t−T2k−1(x2k−2(t)))

for all large t, where µ := g2/(g3M
∗ + g4). By (3.50),

0 ≤ v(x2k−2(t), t) ≤ C4e
−µ̂h(t)
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for some µ̂ := µ/(a+ ε) > 0 and for all large t. Together with (3.51), we get

v(x2k−2(t), t) = O(t−α̃k) as t→ ∞,(3.52)

where

α̃k := µ̂δ1 =
αkg4(a− ε)

(g3M∗ + g4)(a+ ε)
∈ (0, 1).

Then Step 2 is completed.

By combining (3.49), (3.51) and (3.52), the proof of Lemma 3.15 is completed. □

By the similar argument as in Lemma 3.14 and Lemma 3.15, we have the following two lemmas.

Lemma 3.16. Assume the same hypothesis of Proposition 3.13. If there exist constants C > 0 and

αk > 0 such that

0 ≤ v(x2k(t), t) ≤ Ct−αk , t ≥ T ∗

for some k ∈ {−1,−2, · · · ,−m−}, then

x2k+1(t)− x2k(t) = ℓP +O(t−αk) as t→ ∞.

Lemma 3.17. Assume that all hypothesis of Lemma 3.16 are satisfied and that x′2k+2(t) < 0. Then

x′2k+1(t) → −a as t→ ∞,

x2k+2(t)− x2k+1(t) ≥ δk log t as t→ ∞,

v(x2k+2(t), t) = O(t−αk) as t→ ∞,

where δk and αk are positive constants.

By Lemmas 3.1-3.2 and Lemmas 3.14-3.17, we prove Proposition 3.13 as follows:

Proof of Proposition 3.13. We start with j = m+. Since x = x2m+(t) is the right-most interface

with x′2m+
(t) > 0, by Lemma 3.1(iv), x′2m+

(t) → a as t → ∞. Also, by Lemma 3.1(i), there exist

constants Cm+ > 0 and αm+ ∈ (0, 1) such that (3.35) holds replacing k, C and αk by m+, Cm+

and αm+ , respectively. Hence, Lemma 3.14 can be applied to obtain (3.29) with j = m+. Next, by

Lemma 3.15, we obtain (3.30) with j = m+ and (3.34) with k = 2m+−1. In addition, Lemma 3.15

also gives v(x2m+−2(t), t) = O(t−αm+ ) for some αm+ ∈ (0, 1), which allows us to apply Lemma 3.14

with k = m+ − 1. By repeating this process for j = m+ − 1, · · · , 1 sequentially, we can derive

(3.29), (3.30), (3.33) with positive index and (3.34) with positive k.

Similarly, we can show (3.31), (3.32) and (3.33) with negative index and (3.34) with negative k

using Lemma 3.2, Lemma 3.16 and Lemma 3.17. This completes the proof. □

We are ready to show Theorem 2.6.

Proof of Theorem 2.6. From Proposition 3.11 and Remark 3.12, we may assume that (Ω, v) is a

classical solution for t ≥ T (for some large T ) with the word w := SGN[(Ω(T ), v(·, T ))] is of type

(X) for X=I, II, III. As mentioned in Remark 3.12, if w is of type (I), clearly, the solution is of

type (I). Namely, the conclusion (I) of Theorem 2.6 holds.

Next, we consider the case where w is of type (II), i.e., (3.27) holds. By Proposition 3.13, we

know that (2.11), (2.12), (2.14), (2.15) and (2.13) hold. So we only need to show (2.16). Recall

that Ti(y) is the arrival time of the interface x = xi(t) (i = −2m−, ...,−1, 1, .., 2m+) to y. Note

that the numbering of interfaces is different from problem (2.3).

Now, by using G0 and G1, we can compute the function v(x, t) as follows:
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(i) For x ≥ x2m+(t) and t ≥ T ,

v(x, t) = G0

(
G−1

0 (v(x, T )) + t− T
)
.

(ii) For x2k−1(t) ≤ x < x2k(t) and t ≥ T2k−1(x2k(T )) with k = 1, ...,m+,

v(x, t) = G1

(
G−1

1 (v(x, T2k(x))) + t− T2k(x)
)
.

(iii) For x2k−2(t) ≤ x < x2k−1(t) and t ≥ T2k−2(x2k−1(T )) with k = 2, ...,m+,

v(x, t) = G0

(
G−1

0 (v(x, T2k−1(x))) + t− T2k−1(x)
)
.

(iv) For x−1(t) < x < x1(t),

v(x, t) =


G0

(
G−1

0 (v(x, T1(x))) + t− T1(x)
)

for x1(T ) ≤ x < x1(t), t ≥ T1(x),
G0

(
G−1

0 (v(x, T )) + t− T
)

for x−1(T ) < x < x1(T ), t ≥ T,
G0

(
G−1

0 (v(x, T−1(x))) + t− T−1(x)
)

for x−1(t) < x ≤ x−1(T ), t ≥ T−1(x).

(v) For x ≤ x−2m−(t) and t ≥ T ,

v(x, t) = G0

(
G−1

0 (v(x, T )) + t− T
)
.

(vi) For x2k(t) < x ≤ x2k+1(t) and t ≥ T2k+1(x2k(T )) with k = −m−, ...,−1,

v(x, t) = G1

(
G−1

1 (v(x, T2k(x))) + t− T2k(x)
)
.

(vii) For x2k+1(t) < x ≤ x2k+2(t) and t ≥ T2k+2(x2k+1(T )) with k = −m−, ...,−2,

v(x, t) = G0

(
G−1

0 (v(x, T2k+1(x))) + t− T2k+1(x)
)
.

By (2.17) and the form of φP given in Theorem 2.1, v∞(x, t) can be represented by G0 and G1

as follows:

(1) For x ≥ x2m+(t) and t ≥ T ,

v∞(x, t) =

−1∑
j=−m−

G0

(
−x2j(t)− x+ ℓP

a
+G−1

0

(
2a

b

))
:= G−(x, t).

(2) For x2m+(t)− ℓP ≤ x < x2m+(t),

v∞(x, t) = G1

(
x2m+(t)− x

a

)
+ G−(x, t).

(3) For x2k−2(t) ≤ x < x2k(t)− ℓP , k = 2, ...,m+,

v∞(x, t) = G−(x, t) +

m+∑
j=k

G0

(
−x− x2j(t) + ℓP

a
+G−1

0

(
2a

b

))
.

(4) For x2k−2(t)− ℓP ≤ x < x2k−2(t), k = 2, ...,m+,

v∞(x, t) = G1

(
x2k−2(t)− x

a

)
+ G−(x, t) +

m+∑
j=k

G0

(
−x− x2j(t) + ℓP

a
+G−1

0

(
2a

b

))
.

(5) For x−2(t) + ℓP < x < x2(t)− ℓP ,

v∞(x, t) = G−(x, t) +

m+∑
j=1

G0

(
−x− x2j(t) + ℓP

a
+G−1

0

(
2a

b

))
.



26 YAN-YU CHEN, HIROKAZU NINOMIYA, AND CHANG-HONG WU

(6) For x ≤ x−2m−(t),

v∞(x, t) =

m+∑
j=1

G0

(
−x− x2j(t) + ℓP

a
+G−1

0

(
2a

b

))
:= G+(x, t).

(7) For x−2m−(t) < x ≤ x−2m−(t) + ℓP ,

v∞(x, t) = G1

(
x− x−2m−(t)

a

)
+ G+(x, t).

(8) For x2k(t)− ℓP < x ≤ x2k+2(t), k = −m−, ..,−2,

v∞(x, t) =

k∑
j=−m−

G0

(
−x2j(t)− x+ ℓP

a
+G−1

0

(
2a

b

))
+ G+(x, t).

(9) For x2k+2(t) < x ≤ x2k+2(t) + ℓP , k = −m−, ..,−2,

v∞(x, t) = G1

(
x− x2k+2(t)

a

)
+ G+(x, t) +

k∑
j=−m−

G0

(
−x2j(t)− x+ ℓP

a
+G−1

0

(
2a

b

))
.

Later we will use the following fact several times:

lim
t→+∞

sup
x≥x1(t)

∣∣G−(x, t)
∣∣ = 0.(3.53)

Indeed, in view of (2.11), we have

x2j(t)− x ≤ x2j(t)− x1(t) → −∞ as t→ +∞

for x ≥ x1(t) and j = −m−, ...,−1. Together with the fact G0(+∞) = 0, we see that (3.53) is true.

Similarly, we can obtain

lim
t→+∞

sup
x≤−x1(t)

∣∣G+(x, t)
∣∣ = 0.(3.54)

From (i) and (1) we see that

lim
t→+∞

sup
x≥x2m+ (t)

|v(x, t)− v∞(x, t)|

≤ lim
t→+∞

sup
x≥x2m+ (t)

∣∣G0

(
G−1

0 (v(x, T )) + t− T
)∣∣+ lim

t→+∞
sup

x≥x2m+ (t)

∣∣G−(x, t)
∣∣ .

By G0(+∞) = 0,

lim
t→+∞

sup
x≥x2m+ (t)

∣∣G0

(
G−1

0 (v(x, T )) + t− T
)∣∣ = 0.

Together with (3.53) and {x ≥ x2m+(t)} ⊂ {x ≥ x1(t)}, we then obtain

lim
t→+∞

sup
x≥x2m+ (t)

|v(x, t)− v∞(x, t)| = 0.(3.55)

From (ii), (2) and (2.15), we see that

lim
t→+∞

sup
x2m+−1(t)≤x≤x2m+ (t)

|v(x, t)− v∞(x, t)|

≤ lim
t→+∞

sup
x2m+−1(t)≤x≤x2m+ (t)

∣∣∣G1

(
G−1

1 (v(x, T2m+(x))) + t− T2m+(x)
)

−G1

(x2m+(t) − x

a

)∣∣∣+ lim
t→+∞

sup
x2m+−1(t)≤x≤x2m+ (t)

∣∣G−(x, t)
∣∣ .



GLOBAL DYNAMICS ON ONE-DIMENSIONAL EXCITABLE MEDIA 27

By the similar argument used in Lemma 3.4, we have

lim
t→+∞

sup
x2m+−1(t)≤x≤x2m+ (t)

∣∣∣G1

(
G−1

1 (v(x, T2m+(x))) + t− T2m+(x)
)
−G1

(x2m+(t) − x

a

)∣∣∣ = 0.

Together with (2.12), (3.53) and {x ≥ x2m+−1(t)} ⊂ {x ≥ x1(t)}, we then obtain

lim
t→+∞

sup
x2m+−1(t)≤x≤x2m+ (t)

|v(x, t)− v∞(x, t)| = 0.(3.56)

Given k ∈ {2, ...,m+}, from (iii), (3) and (2.15), we see that

lim
t→+∞

sup
x2k−2(t)≤x<x2k−1(t)

|v(x, t)− v∞(x, t)|

≤ lim
t→+∞

sup
x2k−2(t)≤x<x2k−1(t)

∣∣∣G0

(
G−1

0 (v(x, T2k−1(x))) + t− T2k−1(x)
)

−G0

(
−x− x2k(t) + ℓP

a
+G−1

0

(
2a

b

)) ∣∣∣
+ lim

t→+∞
sup

x2k−2(t)≤x<x2k−1(t)

∣∣G−(x, t)
∣∣

+ lim
t→+∞

sup
x2k−2(t)≤x<x2k−1(t)

∣∣∣∣∣∣
m+∑
j=k

G0

(
−x− x2j(t) + ℓP

a
+G−1

0

(
2a

b

))∣∣∣∣∣∣
=: J1 + J2 + J3.

By the similar argument used in Lemma 3.5, we have J1 = 0. By (3.53), J2 = 0. For J3, using

(2.14), we have x − x2j(t) → −∞ for j = k + 1, · · ·m+. Then, using G0(+∞) = 0, it follows that

J3 = 0. Hence, we have

lim
t→+∞

sup
x2k−2(t)≤x<x2k−1(t)

|v(x, t)− v∞(x, t)| = 0.(3.57)

Given k ∈ {1, ...,m+ − 1}, by (ii) and (4) replaced k by k + 1, we obtain

lim
t→+∞

sup
x2k−1(t)≤x<x2k(t)

|v(x, t)− v∞(x, t)|

≤ lim
t→+∞

sup
x2k−1(t)≤x<x2k(t)

∣∣∣∣G1

(
G−1

1 (v(x, T2k(x))) + t− T2k(x)
)
−G1

(
x2k(t)− x

a

)∣∣∣∣
+ lim

t→+∞
sup

x2k−1(t)≤x<x2k(t)

∣∣G−(x, t)
∣∣

+ lim
t→+∞

sup
x2k−1(t)≤x<x2k(t)

∣∣∣∣∣∣
m+∑

j=k+1

G0

(
−x− x2j(t) + ℓP

a
+G−1

0

(
2a

b

))∣∣∣∣∣∣ .
Then, using the process used in deriving (3.56) and J3 = 0, we can have

lim
t→+∞

sup
x2k−1(t)≤x<x2k(t)

|v(x, t)− v∞(x, t)| = 0.(3.58)

Also, by (iv) and (5) we can prove

lim
t→+∞

sup
x−1(t)<x<x1(t)

|v(x, t)− v∞(x, t)| = 0.(3.59)

since limt→+∞ supx−1(t)<x<x1(t) |v(x, t)| = 0 and limt→+∞ supx−1(t)<x<x1(t) |v∞(x, t)| = 0.
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By using the same argument as above, we can show

lim
t→+∞

sup
x≤x−1(t)

|v(x, t)− v∞(x, t)| = 0.(3.60)

Combining (3.55)-(3.60), we have proved (2.16) when w is of type (II). Therefore, the solution is

of type (II) when the word w is of type (II).

Finally, we claim the classical solution (Ω, v) of (2.3) for t ≥ T is of type (III) when w is of type

(III), i.e., (3.28) holds. By Proposition 3.13, we know that (2.11)-(2.13) and (2.18) hold. So we

only need to show (2.19). Similarly, we define T+
0 (y) and T−

0 (y) are the arrival time of the interface

x = y1(t) to y and x = y−1(t) to y, respectively. Now we compute the function v(x, t) for t ≥ T as

in the previous case. In fact, (i), (ii), (iii), (v), (vi) and (vii) given in the above still hold in this

case. For the remaining region,

(iv-1) For y1(t) ≤ x < x1(t) and t ≥ T+
0 (x1(T )), simple calculations give

v(x, t) = G0

(
G−1

0 (v(x, T1(x))) + t− T1(x)
)
.

(iv-2) for y−1(t) < x < y1(t),

v(x, t) =


G1

(
G−1

1 (v(x, T+
0 (x))) + t− T+

0 (x)
)
, for y1(T ) ≤ x < y1(t), t ≥ T+

0 (x),
G1

(
G−1

1 (v(x, T )) + t− T
)
, for y−1(T ) < x < y1(T ), t ≥ T,

G1

(
G−1

1 (v(x, T−
0 (x))) + t− T−

0 (x)
)
, for y−1(t) < x ≤ y−1(T ), t ≥ T−

0 (x).

(iv-3) For x−1(t) < x ≤ y−1(t) and t ≥ T−
0 (x−1(T )),

v(x, t) = G0

(
G−1

0 (v(x, T−1(x))) + t− T−1(x)
)
.

For x ≥ x2(t)−ℓP , it is easy to check v∞(x, t) is represented in (1)-(4); while v∞(x, t) is represented

in (5) if y1(t) ≤ x < x2(t) − ℓP and x−2(t) + ℓP < x ≤ y−1(t). When x ≤ x−2(t) + ℓP , v∞(x, t) is

represented in (6)-(9). By using the argument in deriving (2.16), we can obtain

lim
t→+∞

sup
x≥y1(t)

|v(x, t)− v∞(x, t)| = lim
t→+∞

sup
x≤y−1(t)

|v(x, t)− v∞(x, t)| = 0.(3.61)

Finally, we need to show that

lim
t→+∞

sup
x∈(y−1(t),y−1(t)+K]

|v(x, t)− v∞(x, t)| = lim
t→+∞

sup
x∈(y1(t)−K,y1(t)]

|v(x, t)− v∞(x, t)| = 0.(3.62)

Notice that

v∞(x, t) = G1

(
y1(t)− x

a

)
+ G−(x, t) + G+(x, t), y1(t)−K ≤ x < y1(t),

v∞(x, t) = G1

(
x− y−1(t)

a

)
+ G−(x, t) + G+(x, t), y−1(t) < x ≤ y−1(t) +K.

Then, by (iv-3), (3.53), (3.54) and using the similar argument as in the proof of Lemma 3.4, we

can derive (3.62). In view of (3.61) and (3.62), we see that (2.19) holds. Therefore, the proof of

Theorem 2.6 is completed. □
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